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Abstract— We developed and trained machine learning model using two popular Deep Learning 

Libraries which are TensorFlow and KERAS. These two popular libraries are mostly used in real-time 

because of their flexibility and lucidity. Here we will be using TensorFlow. For this, we need to use 

Python to work with Tensorflow. 

 

Key words—Tensorflow, Keras, Convolutional Neural Network, Activation functions, Loss functions, 

Optimizers, Supervised learning.  
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I. INTRODUCTION 

 

  Image classification has been on the rise and is becoming a trend among technology developers, 

particularly with data growth in different sectors of industry such as e-commerce, auto, healthcare, and 

gambling. The most obvious example of this technology is applied to Google Photos. Google Photos can 

now detect up to 82% accuracy to identify your face with just a few marked and classified pictures in your 

photo album. The technology itself almost surpasses the human ability to classify or recognize an image. 

Keras is an open-source software library that provides a Python interface for artificial neural networks. 

Keras acts as an interface for the TensorFlow library.  

 

Machine Vision has a different context when it comes to image classification. The capability of this 

technology is to recognize people, objects, locations, action and writing in images. The combination of 

artificial intelligence software and machine vision technologies allows for the exceptional result of image 

classification.  

 

Deeper neural networks are more difficult to train. We present a residual learning framework to facilitate 

the formation of networks which are far deeper than those used before. We explicitly rephrase layers as 

residual learning functions by referring to layer inputs, rather than learning non-state functions. 

II. TENSORFLOW  

TensorFlow makes it easy for beginners and experts to create machine learning models for desktop, 

mobile, web, and cloud. See the sections below to get started. 

TensorFlow is Google Brain's second-generation system. Version 1.0.0 was released on February 11, 

2017. TensorFlow's market share among research papers was declining to the advantage of PyTorch, the 

TensorFlow Team announced a release of a new major version of the library in September 2019. 

TensorFlow 2.0 introduced many changes, the most significant being TensorFlow eager, which changed 

the automatic differentiation scheme from the static computational graph, to the "Define-by-Run" scheme 

originally made popular by Chainer and later PyTorch. Other major changes included removal of old 

libraries, cross-compatibility between trained models on different versions of TensorFlow, and significant 

improvements to the performance on GPU. 

III. KERAS 

Keras is an open-source software library that provides a Python interface for artificial neural networks. 

Keras acts as an interface for the TensorFlow library. 

Up until version 2.3, Keras supported multiple backends, including TensorFlow, Microsoft Cognitive 

Toolkit, Theano, and PlaidML.[21][22][23] As of version 2.4, only TensorFlow is supported. Designed to 

enable fast experimentation with deep neural networks, it focuses on being user-friendly, modular, and 

extensible. It was developed as part of the research effort of project ONEIROS (Open-ended 

Neuro-Electronic Intelligent Robot Operating System),[5] and its primary author and maintainer 

is François Chollet, a Google engineer. Chollet is also the author of the XCeption deep neural network 

model. 

 

 

 

https://en.wikipedia.org/wiki/TensorFlow
https://en.wikipedia.org/wiki/PyTorch
https://docs.chainer.org/en/stable/guides/define_by_run.html
https://en.wikipedia.org/wiki/Chainer
https://en.wikipedia.org/wiki/PyTorch
https://en.wikipedia.org/wiki/TensorFlow
https://en.wikipedia.org/wiki/TensorFlow
https://en.wikipedia.org/wiki/Theano_(software)
https://en.wikipedia.org/wiki/PlaidML
https://en.wikipedia.org/wiki/Keras#cite_note-2
https://en.wikipedia.org/wiki/Keras#cite_note-why-keras-3
https://en.wikipedia.org/wiki/Keras#cite_note-4
https://en.wikipedia.org/wiki/TensorFlow
https://en.wikipedia.org/wiki/Keras#cite_note-5
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IV. RELATED WORKS 

 

In this project, we will use Convolutional Neural Network for classifying images, since Convolutional Neural Network (CNN) 

won the image classification competition 202 (ILSVRC12), a lot of attention has been paid to deep layer CNN study. CNN's 

success is attributed to its superior multi-scale high-level image depictions rather than its low-level manual 

engineering features.  

 

According to, the journal discussed on image classification system based on a structure of a 

Convolutional Neural Network (CNN). The training was performed such that a balanced number of face 

images and non-face images were  

used for training by deriving additional face images from the face images data. The image classification 

system employs  

the bi-scale CNN with 120 trained data and the auto-stage training achieves 81.6% detection rate with 

only six false positives on Face Detection Data Set and Benchmark (FDDB), where the current state of the 

art achieves about 80% detection rate with 50 false positives. 

 

From  the research used Decision Tree (DT) as the techniques in image classification. The DT has 

multiple datasets that are located under each of Hierarchical classifier. It must be done in order to 

calculate membership for each of the classes. The classifier allowed some rejection of the class on the 

intermediary stages. This method also required three parts as the first is to find terminal nodes and the 

second in placing the class in it. The third is the segmentation of the nodes. This approach is considered to 

be very simple and effective. 

 

The experiment results prove that the proposed solution will be the greatest tool for dealing with practical 

problems which are related to use deep CNNs on a small dataset. Our approach not only considerably 

reduces the need for important training data, but also effectively expands the training data set. The most 

commonly used parametric classifier is the maximum likelihood classifier (MLC). Contrary to parametric 

classification, non-parametric classification is not based on statistical hypotheses or parameters. 

 

On the basis of the review, he suggested a rapid classification of images by stimulating fuzzy classifiers. It 

was a simple way to differentiate between known and unknown category. This method is simply to boost 

Meta knowledge where local features can be found mainly. It has been tested with a few big image data 

and compared with the bag-of-features image template. The result gave much better classification 

accuracy as it was a testing process that gave a short period of time where it produced 30% shorter 

compared to the previous one. 
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Table 1. Related works of classification systems. 

V. METHOD 

 

Based on figure-1, It is the image classification framework in which deep neural networks are also 

applied. The process is divided into four (4) phases, each of which will be discussed. Every phase is 

included on TensorFlow as an open source software and Python as a programming language. Then, the 

process goes on to collect some of the images (inputs), apply CNN and finally all the images will be 

classified in their groups.  

 

 

Figure 1. Block diagram for image classification systems 
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VI.  IMAGE TRAINING 

 

In this paper, training set is what it sounds like. It’s the set of data used to train the model. During each 

epoch, our model will be trained over and over again on this same data in our training set, and it will 

continue to learn about the features of this data. One of the major reasons we need a validation set is to 

ensure that our model is not overfitting to the data in the training set. During training, if we’re also 

validating the model on the validation set and see that the results it’s giving for the validation data are just 

as good as the results it’s giving for the training data, then we can be more confident that our model is not 

overfitting.  

The input data from this article mostly use thousands of images. All these pictures are extracted from 

Image Net. ImageNet was also known as the Large Scale Visual Recognition Challenge where it is a 

competition about detection and classified thousands of objects in its categories. This is a yearly 

competition from 2010 to the present. 
 

 
Figure 2.  Images of horse from dataset. 

 

 
Figure 3.  Images of elephant from dataset. 
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VII. IMPLEMENTATION OF CONVOLUTIONAL NEURAL NETWORK 

 

As shown in Figure, it consists of five (8) data inputs (eight type of different animals) and undergoes 

training with multiple hidden layers. The inputs are also set with fixed-size of the 224x224 RGB image. 

The convolution process is configured with MobileNet as it produces efficient convolution neural 

networks. 

 

 

                                                                                       Table 2. Number of images to the type of 

animals 

 

 

 

  
   Figure 4.  CNN process towards animal images. 
 

 

   

VIII. CLASSIFICATION OF SYSTEM 

 

Image classification twill be implemented using TensorFlow. 

Python language is used in the programming language. System starts collecting images of animals from 

the data set. Then ,CNN is applied to train the model. Running for validation or testing and if it is not the 

image of a particular flower that is supposed to act as output then it should start over from CNN. The 

process ends when the output is categorized in the right kind of animal. It has five (8) types of the animals 

which are Butterfly, Chicken, Cow, Elephant, Horse, Sheep, Spider, Squirrel. After that, all of these input 

images undergo ‘training’ with the convolutional neural network (CNN). 

 

The convolutional neural network (CNN) had to train all of these sets of data until the systems recognize 

each of these 19658 images. Then, each of the classifications occurred when one of the images being 

tested whether it belongs to any of these eight (8) types of animals.  
 

IX. RESULT 

 

When an image is given as input, the model which was trained through Neural Networks detects the 

feature from the input image and then it predicts the output of the image. the model trained on neural 

networks in this project is animal classifier which predicts the output with an accuracy of 80%. 

 

A sheep picture is uploaded and then make computer to recognize/categorize the output. The result is 

categorized according to the model that formed and have a better understanding of the exact appearance 

of sheep. Then processing takes place and finally the output is predicted. 

No. Type of Animal No of Images 

1. Butterfly 2112 

2. Chicken 3098 

3. Cow 1866 

4. Elephant 1446 

5. Horse 2623 

6. Sheep 1820 

7. Spider 4821 

8. Squirrel 1862 

 TOTAL 19658 
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A squirrel picture is uploaded and then make computer to recognize/categorize the output. The result is 

categorized according to the model that formed and have a better understanding of the exact appearance 

of squirrel. Then processing takes place and finally the output is predicted. 

 

 
 

 

X. CONCLUSION 

 

To conclude, this research focuses on the classification of images using deep learning through the 

TensorFlow framework. Three (3) objectives were achieved as part of this research. The objectives are 

linked directly with conclusions because it can determine whether all objectives are successfully achieved 

or not. . It can be concluded that all results that have been obtained, showed quite impressive outcomes. 

The convolutional neural network (CNN) becomes the main agenda for this research, especially in image 

classification technology. CNN technique was studied in more details starting from assembling, training 

model and to classify images into categories.  

TensorFlow also gave good results as it is able to simulate, train and classified with up to 90% of 

accuracy towards 8-different types of animals. TensorFlow framework which leads to designing of the 

system involved Python from start until ends. 
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