Abstract – The deaf and dumb people widely use sign language for communication; however, they find it difficult to communicate with people who don’t understand Sign Language. In this paper, a Hand Pose Recognition-based sign language Interpreter (HPR-SLI) system is proposed, which translates sign language using Natural Language Processing (NLP). Sign languages are expressed by hand and come in combination with elements such as postures, body movements, head, eyebrows, eyes, face and mouth, which are used in different combinations to present several pieces of information. The HPR-SLI system enables consecutive sign languages to be translated into readable English. A hand pose recognition method based on an Artificial Neural Network (ANN) and a language processing system based on a Text-to-Text Transfer Transformer (T5) model which is assisted by a tokenizer. The proposed system can be deployed as a mobile application or into a physical device designed specifically for the intended purpose. The whole idea of the paper is to design and develop a system that significantly lowers the communication gap between the speech-hearing impaired and the normal world. The technology HPR-SLI aims to help PwDs (Person with Disabilities) overcome most of their disadvantages and enable them to communicate and develop better social relationships to lead a normal life in the society.
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I. INTRODUCTION

By sharing their ideas, opinions, and experiences with others around them, humans get to know one another. There are several methods to accomplish this, but the gift of "Speech" stands out among the rest as the best one. Everyone can communicate their thoughts and comprehend one another through speech quite effectively. It would be unfair to neglect the deaf and people who are denied this priceless gift. The usage of "Sign Language" is the only form of communication available to the deaf and mute. They can only communicate in their small environment through sign language. Due to this restriction, they are unable to communicate with others and express their emotions, original ideas, and potential. Only a handful of people in the society come forward to learn and comprehend sign language. Due to these restrictions, mute and deaf persons are increasingly excluded from mainstream culture. One approach to overcome this obstacle and help these people is through technology.

An intelligent and natural method of interacting with computers for people is hand gesture recognition (HCI). A subfield of artificial intelligence, human computer interaction (HCI) is concerned with the creation of algorithms that take empirical data from sensors or databases as input and produce patterns or predictions that are believed to be characteristics of the mechanism that produced the data. The development of algorithms that recognize intricate patterns and make wise decisions based on incoming data is a key area of research in HCI. There is a great possibility to create more natural Human-Computer Interfaces that rely on user gestures as the integration of digital cameras into personal computing devices becomes a major trend. Computer science and language technology research in the field of hand gesture recognition tries to define human gestures using mathematical methods. Humans can interact with machines effortlessly without the use of any mechanical equipment thanks to gesture recognition. Among the various gestures, the hand gesture is one of the most expressive and widely used. Through hand gestures, body language, facial emotions, and sign language, people can express themselves visually. There is no universally acknowledged sign language. There are many variations of sign languages because, like spoken languages, they evolved naturally via interaction between various groups of people. Between 138 and 300 different sign languages are currently in use all over the world. It's interesting to note that most nations with similar spoken languages do not necessarily have the same sign language. Australian Sign Language, American Sign Language (ASL), British Sign Language (BSL) are variants of English. This paper addresses key aspects of Sign Language Recognition (SLR), starting with a brief introduction to motivations and requirements, followed by a summary of Sign Linguistics and its impact on the field. There is an undeniable communication problem between the Deaf community and the hearing majority. Thus, we propose a new system called HPR-SLI which will be helpful for the impaired people for conveying their views to others.

Fig. 1 Alphabets of American Sign Language
II. LITERATURE SURVEY

A work on Sign language Recognition Using Machine Learning Algorithm was presented by Prof. Radha S. Shirbhate, Mr. Vedant, and D. Shinde in 2020 [1]. The approach used to address the classification problem was broken down into three parts. As the remaining portion of the image can be viewed as noise in terms of the character classification problem, the first step is to separate the skin portion from the image. The second step is to extract pertinent features from the skin-segmented images that can be useful for the learning and classification stages to follow. The extracted features are used as input into multiple supervised learning models in the third stage, as indicated above, and then the trained models are used for classification.

A work on Real-Time Sign language Detection using position estimation was presented in 2020 by Amit Moryossef, Loannis Tsochantaridis, and Roee Aharoni [2]. The task of determining whether or not a person is using sign language in each particular frame of a video is known as sign language detection. The goal of sign language detection is to identify when something is being signed, as opposed to sign language recognition, which aims to recognise the shape and meaning of signs in videos, or sign language identification, which aims to determine which sign language is being used. Based on position estimation, we suggest a straightforward human optical-flow representation for videos, which is then input to a temporally sensitive neural network to conduct a binary classification for each frame: is the person signing or not? And the results were compared and used for real time application.

In their study Sign Language Recognition Using Deep Learning on Custom Processed Static Gesture Images, Aditya Das, Shantanu Gawde, and Khyati Suratwala (2018) [3] used convolution neural networks to recognise sign language motions. The static sign language gestures were photographed using an RGB camera and comprise the image dataset used. The photos underwent pre-processing before being used as the input after being cleaned. Inception v3 convolutional neural network model was used to retrain and test this dataset of sign language motions, and the findings are presented in this study. The resulting validation accuracy was greater than 90%. This study also examines the many attempts at sign language utilising machine learning and picture depth information.

The paper titled “Visual Alignment Constraints for Continuous Sign Language Recognition” [4] by Yuecong Min et.al., (2021) published their results to identify an unsegment signs from image streams, the Continuous Sign Language Recognition (CSLR) method was developed. One of the key problems of CSLR training is over fitting, and previous studies have shown that while an iterative training approach can partially address this problem, it requires additional training time. This work takes the iterative training approach used in his recent CSLR work and concludes that feature extractors need to be well trained to address the over fitting problem. Therefore, we propose Visual Alignment Constraint (VAC) to improve the feature extractor using alignment supervision. Specifically, the proposed VAC consists of two additional losses. In addition, two metrics are provided that highlight over fitting by evaluating the prediction discrepancy between the feature extraction module and the targeting module. Experimental results on two difficult CSLR datasets demonstrate that the proposed VAC delivers competitive performance and makes CSLR networks end-to-end trainable.

III. PROBLEM STATEMENT

The only way we can share our ideas or spread a message is through communication, but a person with a disability (such as someone who is deaf or mute) may find it difficult to communicate with a normal person. As a result, a person who has trouble hearing and speaking is unable to keep up with the rest of society. By sharing their ideas, opinions, and experiences with others around them, humans get to know one another. There are several methods to accomplish this, but the gift of "Speech" stands out.
among the rest as the best one. The usage of "Sign Language" is the only form of communication available to the deaf and mute. For such communications, interpreters are both expensive and scarce. The concept of using pens and paper is cumbersome and unpleasant. As a result, there is a demand for automated technology that makes it simple to communicate with someone who is disabled (PwDs).

IV. METHODOLOGY

The workflow of the project is divided into 4 major steps namely.

A. Image Acquisition

This part contains, capturing image frames and loading the coordinates into a CSV file. A person sits and performs the sign of all the alphabets, each alphabet sign is captured in different positions and different areas of the camera view. An approximate of 800 frames is captured for each alphabet and loaded into the CSV file (Fig 4). To locate accurate key point localization of 21-3D hand-knuckle coordinates inside the observed hand areas, here the MediaPipe hands library’s hand landmark is utilised, the hand landmark model uses regression, or direct coordinate prediction,

B. Pre-Processing

In this segment the collected coordinates are processed and named as different classes i.e., the coordinates are given class names A, B, C and so on. Any noise or NaN values are processed and the CSV file is made ready for the model training.

C. Data Recognition

There is an approximate of One Hundred Thousand frames recorded for all the alphabets. This data is divided into 70% training data and 30% test data. Here in this segment, we choose the appropriate model and train it with the values and create an .pkl file which contains the class names and the training data. Here a python file named model.py is created where all the required algorithms are present.

The steps involved in this are:

1. Initially a CSV sheet is created and the first row is the class name and the coordinates x0, y0,z0,x1… are labelled.
2. Then for each alphabet class name is entered and an approximate of 850 frames are recorded manually and appended to the excel sheet.
3. For each alphabet the recorded values are stored in NumPy arrays \([x0,y0,z0]\)… \([x21,y21,z21]\), which is then converted into a single array using the flatten function and inserted as single row into the CSV sheet.
4. An approximate of One Hundred Thousand values are collected in the CSV sheet for alphabets A to Z.
2. We select the desired algorithm and then pass the training data and algorithm to the function.
3. A pickle file is created with the required algorithm name and this file is passed to the final code to get the prediction.

D. Classification/Output
In this segment a different user is made to perform the sign and the model analyses the sign and prints the output on the screen. The .pkl file is loaded along with the new coordinates to the model and the prediction is done to output the alphabet. Here in the predict stage a file named predict.py is created where the pickle file is sent as an input.

The steps involved in this are:
1. In this predict.py file the user is prompted to show the sign and the recognised alphabet is displayed on the screen.
2. The pickle file is sent as input to the inbuilt function which then returns the outputs which is the class name of the alphabet.

V. SYSTEM SPECIFICATIONS AND DESIGN
The required specifications are divided into two parts namely hardware requirements and software requirements:
A. Software Requirements and Libraries used

1. IDE – PyCharm Community Edition 2021.2.3
2. Coding Language – Python 3.9
3. List of libraries used:
   a. CSV
   b. CV2
   c. MediaPipe
   d. NumPy
   e. Pandas
   f. Pickle
   g. Scikit-Learn

B. Hardware Requirements
These are requirements recommended to run the code smoothly and without any interruptions.

1. Processor – IntelI7-9750HF or higher versions
2. Graphic Card – GTX 1650(4 gb) or higher
3. RAM – 8GB minimum
4. Hard Drive – 512GB minimum
5. Digital Camera or a webcam

C. Design
The design phase of the proposed project is divided into three different parts namely the dataset loading, model training and prediction phase. The following are the flow charts of the 3 phases –

1) The dataset creation

VI. RESULTS
This project will be able to detect and recognize all the static signs available in Indian Sign Language (ISL). The dataset for these is already loaded into the required model which is well trained, tested and ready-to-use. The user while using this software, will have to make a static-ISL sign into the pop-up OpenCV image capture window. When this is done, the program recognizes all the hand landmarks present on the screen. The co-ordinates of these landmarks are then passed into the program that converts this raw data into the format required for the ML model. This new data is then passed into the model for prediction and the predicted sign is then rendered back onto the OpenCV window as user output. On testing several times and under various different conditions, it is concluded that the model is functioning very well with a prediction accuracy of almost seventy percent. The figures below try to illustrate the usage and output of this software for an average user.
VI. CONCLUSION
The suggested project does static, or single frame, sign recognition in ISL quite effectively. The fact that it cannot be used for dynamic and continuous indications is its main shortcoming. In the process of further developing this technology, we hope to address this issue. Each technique also has restrictions when compared to other techniques. One of the non-verbal communication techniques utilised in sign language is the hand gesture. It is mostly used by deaf and mute individuals to communicate with other people or among themselves when they have hearing or speech issues. Many manufacturers around the world have developed various sign language systems, but they are neither customizable nor cost effective for end users. Therefore, this paper presents a prototype system that automatically recognizes sign language to enable deaf and mute people to communicate more effectively with each other and with the general public. Pattern recognition and gesture recognition are developing research areas. The two emerging topics of study are pattern recognition and gesture recognition. With the aid of a hand gesture detection system, we have access to a novel, comfortable, and user-friendly method of interacting with computers that is more suited to human needs. We believe this project could play a significant role in uniting local communities, particularly in schools, training where there is a sizeable and vibrant Deaf and Mute populations.

VII. FUTURE SCOPE
Sign Languages, like any other modes of communication involve several types of parameters (signs). This includes both static as well as continuous gestures. Both of these are required for effective communication. When training a computer to essentially learn sign language, it requires only single frame data to recognize static signs. However, to recognize a dynamic sign or gesture, the computer has to be programmed to consider multiple frames and recognize all of them as a single input. Additionally, the same machine learning used for static signs cannot be implemented for continuous signs as the dataset varies in format and structure. Famous deep learning models under RNN (Recurrent Neural Networks) are commonly used for solving such types of complications. Hence, implementing a variant of this model on the current project might solve the problem.

On further development, this project and its fundamental concepts can be implemented for the recognition of dynamic as well as static signs. On successful implementation of this feature into this project, it would become a device capable of translating all gestures used in Indian Sign Language into English effortlessly. In turn, making this device a very useful tool for integration and empowerment of PwDs into common society.

REFERENCES